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Abstract
This paper reports on progress integrating the
speech recognition toolkit ESPnet into Elpis,
a web front-end originally designed to provide
access to the Kaldi automatic speech recogni-
tion toolkit. The goal of this work is to make
end-to-end speech recognition models avail-
able to language workers via a user-friendly
graphical interface. Encouraging results are
reported on (i) development of an ESPnet
recipe for use in Elpis, with preliminary results
on data sets previously used for training acous-
tic models with the Persephone toolkit along
with a new data set that had not previously
been used in speech recognition, and (ii) in-
corporating ESPnet into Elpis along with UI
enhancements and a CUDA-supported Dock-
erfile.

1 Introduction

Transcription of speech is an important part of lan-
guage documentation, and yet speech recognition
technology has not been widely harnessed to aid
linguists. Despite revolutionary progress in the
performance of speech recognition systems in the
past decade (Hinton et al., 2012; Hannun et al.,
2014; Zeyer et al., 2018; Hadian et al., 2018; Ra-
vanelli et al., 2019; Zhou et al., 2020), including its

application to low-resource languages (Besacier
et al., 2014; Blokland et al., 2015; van Esch et al.,
2019; Hjortnaes et al., 2020), these advances are
yet to play a common role in language documenta-
tion workflows. Speech recognition software often
requires effective command line skills and a rea-
sonably detailed understanding of the underlying
modeling. People involved in language documen-
tation, language description, and language revital-
ization projects (this includes, but is not limited
to, linguists who carry out fieldwork) seldom have
such knowledge. Thus, the tools are largely inac-
cessible by many people who would benefit from
their use.

Elpis1 is a tool created to allow language work-
ers with minimal computational experience to
build their own speech recognition models and au-
tomatically transcribe audio (Foley et al., 2018,
2019). Elpis uses the Kaldi2 automatic speech
recognition (ASR) toolkit (Povey et al., 2011) as
its backend. Kaldi is a mature, widely used and
well-supported speech recognition toolkit which
supports a range of hidden Markov model based
speech recognition models.

1https://github.com/CoEDL/elpis
2https://github.com/kaldi-asr/kaldi
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In this paper we report on the ongoing integra-
tion of ESPnet3 into Elpis as an alternative to the
current Kaldi system. We opted to integrate ESP-
net (Watanabe et al., 2018) as it is a widely used
and actively developed tool with state-of-the-art
end-to-end neural network models. By supporting
ESPnet in Elpis, we aim to bring a wider range of
advances in speech recognition to a broad group of
users, and provide alternative model options that
may better suit some data circumstances, such as
an absence of a pronunciation lexicon.

In the rest of this paper, we describe changes
to the Elpis toolkit to support the new backend,
and preliminary experiments applying our ESPnet
recipe to several datasets from a language docu-
mentation context. Finally, we discuss plans going
forward with this project.

2 Related Work

Automatic phonetic/phonemic transcription in
language documentation As a subset of speech
recognition research, work has been done in ap-
plying speech recognition systems to the very
low-resource phonemic data scenarios typical in
the language documentation context. Encourag-
ing results capitalizing on the advances in speech
recognition technology for automatic phonemic
transcription in a language documentation context
were reported by Adams et al. (2018). Their work
used a neural network architecture with connec-
tionist temporal classification (Graves et al., 2006)
for phonemic (including tonal) transcription. A
command line toolkit was released called Perse-
phone. To assess the reproducibility of the re-
sults on other languages, experiments were ex-
tended beyond the Chatino, Na and Tsuut’ina data
sets, to a sample of languages from the Pangloss
Collection, an online archive of under-resourced
languages (Michailovsky et al., 2014). The re-
sults confirmed that end-to-end models for au-
tomatic phonemic transcription deliver promis-
ing performance, and also suggested that prepro-
cessing tasks can to a large extent be automated,
thereby increasing the attractiveness of the tool for
language documentation workflows (Wisniewski
et al., 2020). Another effort in this space is Al-
losaurus (Li et al., 2020), which leverages mul-
tilingual models for phonetic transcription and
jointly models language independent phones and
language-dependent phonemes. This stands as a

3https://github.com/espnet/espnet

promising step towards effective universal pho-
netic recognition, which would be of great value
in the language documentation process.

User-friendly speech recognition interfaces
Since such research tools do not have user friendly
interfaces, efforts have been put into making these
tools accessible to wider audience of users. The
authors of Allosaurus provide a web interface on-
line.4 To integrate Persephone into the language
documentation workflow, a plugin, Persephone-
ELAN,5 was developed for ELAN,6 a piece of
software that is widely used for annotation in lan-
guage documentation (Cox, 2019).

Meanwhile, Elpis is a toolkit that provides a
user-friendly front-end to the Kaldi speech recog-
nition system. The interface steps the user through
the process of preparing language recordings us-
ing existing ELAN transcription files, training a
model and applying the model to obtain a hypoth-
esis orthographic transcription for untranscribed
speech recordings.

3 Bringing ESPnet to Elpis

ESPnet is an end-to-end neural network-based
speech recognition toolkit. Developed with Py-
torch (Paszke et al., 2019) in a research context,
the tool satisfies three desiderata for our purposes:
(a) it is easy to modify training recipes, which con-
sist of collections of scripts and configuration files
that make it easy to perform training and decoding
by calling a wrapper script. These recipes describe
a wide range of the hyperparameters and architec-
ture choices of the model; (b) it is actively devel-
oped, with frequent integration of the latest ad-
vances in end-to-end speech recognition; and (c) it
supports Kaldi-style data formatting, which makes
it a natural end-to-end counterpart to Kaldi back-
end that was already supported in Elpis. These
points make it a more appealing candidate back-
end than Persephone, primarily due to ESPnet’s
larger developer base.

3.1 Development of an ESPnet recipe for
Elpis

One goal of the integration is to create a default
ESPnet recipe for Elpis to use, that performs well
across a variety of languages and with the small

4https://www.dictate.app
5https://github.com/coxchristopher/

persephone-elan
6https://archive.mpi.nl/tla/elan
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Figure 1: Training stages of the Elpis interface. Notice the choice of backend in the upper right-hand corner.

amount and type of data typically available in a
language documentation context.

To get a sense of how easy it would be us-
ing ESPnet to get similar performance as previ-
ously attained we applied it to the single-speaker
Na and Chatino datasets as used in Adams et al.
(2018) (see Table 1, which includes other details
of the datasets used, including the amount of train-
ing data). We report character error rate (CER)
rather than phoneme error rate (PER) because it is
general, does not require a subsequent language-
specific post-processing step, and also captures
characters that a linguist might want transcribed
that aren’t strictly phonemic. Because of minor
differences in the training sets, their preprocess-
ing, and metrics used, these numbers are not in-
tended to be directly comparable with previous
work. While these results are not directly compa-
rable to the results they reported, the performance
was good enough to confirm that integrating ES-
Pnet was preferable to Persephone. We do no
language-specific preprocessing, though the Elpis
interface allows the user to define a character set
for which instances of those characters will be re-
moved from the text. For the Na data and the Ja-
phug data in §4, the Pangloss XML format is con-
verted to ELAN XML using a XSLT-based tool,
Pangloss-Elpis.7

7gitlab.com/lacito/pangloss-elpis

While we did not aggressively tune hyperpa-
rameters and architecture details, they do have a
substantial impact on performance and computa-
tional requirements. Owing to the small datasets
and limited computational resources of many of
the machines that Elpis may run on, we used a
relatively small neural network. In the future we
aim to grow a representative suite of evaluation
languages from a language documentation setting
for further tuning to determine what hyperparam-
eters and architecture best suit different scenarios.
Though we aim for a recipe that does well across
a range of possible language documentation data
circumstances, the best architecture and hyperpa-
rameters will vary depending on the characteris-
tics of the input dataset. Rather than have the user
fiddle with such hyperparameters directly, which
would undermine the user-friendliness of the tool,
there is potential to automatically adjust the hyper-
parameters of the model on the basis of the data
supplied to the model. For example, the parame-
ters could be automatically set depending on the
number of speakers in the ELAN file and the total
amount of speech.

The architecture we used for these experiments
is a hybrid CTC-attention model (Watanabe et al.,
2017b) with a 3-layer BiLSTM encoder and a sin-
gle layer decoder. We use a hidden size of 320
and use an equal weighting between the CTC and

gitlab.com/lacito/pangloss-elpis


Language Num speakers Type Train (minutes) CER (%)

Na 1 Spontaneous narratives 273 14.5
Na 1 Elicited words & phrases 188 4.7
Chatino 1 Read speech 81 23.5
Japhug 1 Spontaneous narratives 170 12.8

Table 1: Information on the evaluation datasets used and the character error rate performance of the current recipe.

attention objectives. For optimization we use a
batch length of 30 and the Adadelta gradient de-
scent algorithm (Zeiler, 2012). For more details,
we include a link to the recipe.8

3.2 Elpis enhancements

Beyond integration of ESPnet into Elpis, several
other noteworthy enhancements have been made
to Elpis.

Detailed training feedback Prior to the work
reported in this paper, the progress of training and
transcribing stages was shown as a spinning icon
with no other feedback. Due to the amount of
time it takes to train even small speech recognition
models, the lack of detailed feedback may cause a
user to wonder what stage the training was at, or
whether a fault had caused the system to fail. Dur-
ing training and transcription, the backend pro-
cesses’ logs are now output to the screen (see Fig-
ure 1). Although the information in these logs may
be more detailed than what the intended audience
of the tool needs to understand, it does serve to
give any user feedback on how training is going,
and reassure them that it is still running (or notify
them if a process has failed). The logs can also
provide useful contextual information when de-
bugging an experiment in collaborations between
language workers and software engineers.

CUDA-supported Docker image The type of
Kaldi model which Elpis trains (using a Gaussian
mixture model as the acoustic model) was origi-
nally selected to be computationally efficient, and
able to run on the type of computers commonly
used by language researchers, which often don’t
have a GPU (graphics processing unit). With the
addition of ESPnet, the benefit of using a GPU will
be felt through vastly reduced training times for
the neural network. To this end, Elpis has been

8https://github.com/
persephone-tools/espnet/commit/
1c529eab738cc8e68617aebbae520f7c9c919081

adapted to include Compute Unified Device Ar-
chitecture (CUDA) support, which is essential in
order to leverage a GPU when training ESPnet on
a machine that has one available.

4 Application to a new data set: Japhug

The point of this work is to provide a tool that can
be used by linguists in their limited-data scenar-
ios. To this end we aim to experiment with diverse
datasets that reflect the breadth of language doc-
umentation contexts. Going forward, this will be
useful in getting a sense of what sort of model per-
formance users can expect given the characteris-
tics of dataset. In this section we report on further
application of the model underpinning the Elpis–
ESPnet integration to another data set.

Japhug is a Sino-Tibetan language with a rich
system of consonant clusters, as well as flamboy-
ant morphology. In Japhug, syllables can have ini-
tial clusters containing at most three consonants,
and at most one coda (Jacques, 2019). Japhug does
not have lexical tones. The language’s phonolog-
ical profile is thus very different from Na (about
which see Michaud, 2017) and Chatino (Cruz,
2011; Cruz and Woodbury, 2014; Cavar et al.,
2016).

The data set comprises a total of about 30
hours of transcribed recordings of narratives, time-
aligned at the level of the sentence (Macaire,
2020), which is a huge amount in a language doc-
umentation context. The recordings were made
in the course of field trips from the first years of
the century until now, in a quiet environment, and
almost all of a single speaker. Our tests on vari-
ous data sets so far suggest that these settings (one
speaker – hence no speaker overlap – and clean au-
dio) are those in which performance is most likely
to be good when one happens to be training an
acoustic model from scratch.

The full data set is openly accessible online
from the Pangloss Collection, under a Creative
Commons license, allowing visitors to browse the

https://github.com/persephone-tools/espnet/commit/1c529eab738cc8e68617aebbae520f7c9c919081
https://github.com/persephone-tools/espnet/commit/1c529eab738cc8e68617aebbae520f7c9c919081
https://github.com/persephone-tools/espnet/commit/1c529eab738cc8e68617aebbae520f7c9c919081


texts, and computer scientists to try their hand at
the data set.9 The data collector’s generous ap-
proach to data sharing sets an impressive exam-
ple, putting into practice some principles which
gather increasing support, but which are not yet
systematically translated into institutional and ed-
itorial policies (Garellek et al., 2020).

The dataset can be downloaded by sending a re-
quest to the Cocoon data repository, which hosts
the Pangloss Collection. A script, retriever.py,10

retrieves resources with a certain language name.
Data sets can then be created in various ways, such
as sorting by speaker (tests suggest that single-
speaker models are a good way to start) and by
genre, e.g. excluding materials such as songs,
which are a very different kettle of fish from or-
dinary speech and complicate model training.

Figure 2 shows how the phoneme error rate de-
creases as the amount of training data increases
up to 170 minutes. Tests are currently being con-
ducted to verify whether performance stagnates
when the amount of data is increased beyond 170
minutes. As with the other experiments the recipe
described in §3.1 was used. For each amount of
training data, the model was trained for 20 epochs
for each of these training runs, with the smaller
sets always as a subset of all larger sets. Figure 3
shows the training profile for a given training run
using 170 minutes of data.
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Figure 2: Character error rate for Japhug as a function
of the amount of training data, using the ESPnet recipe
included in Elpis.

9Each text has a Digital Object Identifier, allowing for
one-click access. Readers are invited to take a look: https:
//doi.org/10.24397/pangloss-0003360

10https://gitlab.com/lacito/
pangloss-elpis
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Figure 3: Character error rate on the training set (blue)
and validation set (orange) for Japhug as training pro-
gresses (up to 20 epochs), using the ESPnet recipe in-
cluded in Elpis.

5 Challenges concerning adoption of
automatic speech recognition tools in
language documentation

Devoting a section to reflections about adoption
of automatic speech recognition tools in language
documentation may seem superfluous here. The
audience of a conference on the use of compu-
tational methods in the study of endangered lan-
guages is highly knowledgeable about the difficul-
ties and the rewards of interdisciplinary projects,
as a matter of course. But it seemed useful to in-
clude a few general thoughts on this topic nonethe-
less, for the attention of the broader readership
which we hope will probe into the Proceedings of
the ComputEL-4 conference: colleagues who may
consider joining international efforts for wider
adoption of natural language processing tools in
language documentation workflows. We briefly
address a few types of doubts and misgivings.

5.1 Is automatic speech recognition software
too complex for language workers?

A first concern is that automatic speech recogni-
tion software is simply too complex for language
workers. But it should be recalled that new tech-
nologies that seem inaccessible to language work-
ers can be game-changers in linguistics. For in-
stance, the LATEX software is the typesetting back-
end used by the journal Glossa (Rooryck, 2016)
and by the publishing house Language Science
Press (Nordhoff, 2018), which publish research
in linguistics, offering high-quality open-access
venues with no author fees or reader fees. Thus,

https://doi.org/10.24397/pangloss-0003360
https://doi.org/10.24397/pangloss-0003360
https://gitlab.com/lacito/pangloss-elpis
https://gitlab.com/lacito/pangloss-elpis


LATEX, a piece of software which is notorious for
its complexity, is used on a large scale in linguis-
tics publishing: Glossa publishes more than 100
articles a year, and Language Science Press about
30 books a year. Key to this success is an or-
ganizational setup whereby linguists receive not
only a set of stylesheets and instructions, but also
hands-on support from a LATEX expert all along
the typesetting process. Undeniably complex soft-
ware is only accessible to people with no prior
knowledge of it if support is available. Automatic
speech recognition software should be equally ac-
cessible for language workers, given the right or-
ganization and setup. Accordingly, special empha-
sis is placed on user design in the Elpis project.
This aspect of the work falls outside of the scope
of the present paper, but we wanted to reassure
potential users that it is clear to Elpis developers
that the goal is to make the technology available to
people who do not use the command line. If users
can operate software such as ELAN then they will
be more than equipped for the skills of uploading
ELAN files to Elpis and clicking the Train button.

5.2 Will the technology deliver on its
promise?

A second concern among language workers is
whether the technology can deliver on its promise,
or whether transcription acceleration projects are
a case of “digital innovation fetishism” (Ampuja,
2020). Some language workers have reported
a feeling that integration of automatic transcrip-
tion into the language documentation workflow
(as described in Michaud et al., 2018) feels out
of reach for them. There is no denying that nat-
ural language processing tools such as ESPnet and
Kaldi are very complex, and that currently, the
help of specialists is still needed to make use of
this technology in language documentation. How-
ever, progress is clearly being made, and a moti-
vated interdisciplinary community is growing at
the intersection of language documentation and
computer science, comprising linguists who are
interested in investing time to learn about natu-
ral language processing and computer scientists
who want to achieve “great things with small
languages” (Thieberger and Nordlinger, 2006).
It seems well worth investing in computational
methods to assist in the urgent task of document-
ing the world’s languages.

5.3 Keeping up with the state of the art vs.
stabilizing the tool

Finally, a concern among linguists is that the
state of the art in computer science is evolving
so rapidly that the tool cannot be stabilized, and
hence cannot be proposed to language workers
for enduring integration into the language docu-
mentation workflow. In cases where significant,
high-frequency updates are required to keep up
with changes in speech recognition software, the
investment could be too much for the relatively
small communities of programmers involved in
transcription acceleration projects.

Our optimistic answer is that state-of-the-art
code, or code close to the state of the art, need
not be difficult to integrate, use or maintain. For
example, the developers of Huggingface’s Trans-
formers 11 do an impressive job of wrapping the
latest and greatest in natural language processing
into an easy-to-use interface (Wolf et al., 2019).
They have shown an ability to integrate new mod-
els quickly after their initial publication. Usabil-
ity and stability of the interface is dictated by the
quality of the code that is written by the authors
of the backend library. If this is done well then the
state of the art can be integrated with minimal cod-
ing effort by users of the library. For this reason,
we are not so concerned about the shifting sands
of the underlying building blocks, but the choice
of quality backend library does count here. While
it is true that there will have to be some modest
effort to keep up to date with ESPnet (as would be
the case using any other tool), in using ESPnet we
are optimistic that the models supported by Elpis
can remain up to date with the state of the art with-
out too much hassle.

6 Further improvements

The broader context to the work reported here is
a rapidly evolving field in which various initia-
tives aim to package natural language process-
ing toolkits in intuitive interfaces so as to allow
a wider audience to leverage the power of these
toolkits. Directions for new developments in Elpis
include (i) refining the ESPnet recipe, (ii) refin-
ing the user interface through user design pro-
cesses, (iii) preparing pre-trained models that can
be adapted to a small amount of data in a target

11https://github.com/huggingface/
transformers

https://github.com/huggingface/transformers
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language, and (iv) providing Elpis as a web ser-
vice.

6.1 Refining the ESPnet recipe

Refinement of the ESPnet recipe that is used in
the Elpis pipeline, such that it works as well as
possible given the type of data found in language
documentation contexts, is a top priority. This
work focuses on achieving lower error rates across
data sets, starting with refining hyperparameters
for model training and extends to other project
objectives including providing pre-trained models
(see §6.3). This work is of a more experimental
nature and can be done largely independently of
the Elpis front-end.

6.2 Refining the interface

In parallel with the technical integration of ESP-
net with Elpis, a user-design process has been in-
vestigating how users expect to use these new fea-
tures. In a series of sessions, linguists and lan-
guage workers discussed their diverse needs with
a designer. The feedback from this process in-
formed the building of a prototype interface based
on the latest version of Elpis at the time. The
test interface was then used in individual testing
sessions to discover points of confusion and un-
certainty in the interface. Results of the design
process will guide an update to the interface and
further work on writing supporting documentation
and user guides. The details of this process are be-
yond the scope of this paper and will be reported
separately in future.

6.3 Pre-trained models and transfer learning

Adapting a trained model to a new language has
a long history in speech recognition, having been
used both for Hidden Markov Model based sys-
tems (Schultz and Waibel, 2001; Le and Besacier,
2005; Stolcke et al., 2006; Tóth et al., 2008;
Plahl et al., 2011; Thomas et al., 2012; Imseng
et al., 2014; Do et al., 2014; Heigold et al., 2013;
Scharenborg et al., 2017) and end-to-end neural
systems (Toshniwal et al., 2017; Chiu et al., 2018;
Müller et al., 2017; Dalmia et al., 2018; Watan-
abe et al., 2017a; Inaguma et al., 2018; Yi et al.,
2018; Adams et al., 2019). In scenarios where
data in the target domain or language is limited,
leveraging models trained on a number of speak-
ers in different languages often can result in a bet-
ter performance. The model can learn to cope with

acoustic and phonetic characteristics that are com-
mon between languages, such as building robust-
ness to channel variability due to different record-
ing conditions, as well as learning common fea-
tures of phones and sequences of phones between
languages.

In recent years pre-training of models on large
amounts of unannotated data has led to break-
through results in text-based natural language
processing, initially gaining widespread popular-
ity with the context-independent embeddings of
word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014), before the recent contextual
word embedding revolution (Peters et al., 2018;
Devlin et al., 2019; Liu et al., 2020) that has
harnessed the transformer architecture (Vaswani
et al., 2017). It is now the case that the best ap-
proaches in natural language processing are typ-
ically characterized by pre-training of a model
on a large amount of unannotated data using the
cloze task (a.k.a masked language model train-
ing) before fine-tuning to a target task. Models
pre-trained in this way best make use of avail-
able data since the amount of unannotated data far
outweighs annotated data and such pre-training is
advantageous to downstream learning, whether a
small or large amount of data is available in the tar-
get task (Gururangan et al., 2020). Despite the es-
tablished nature of pre-training in natural language
processing, it is less well established in speech
recognition, though there has been recent work
(Rivière et al., 2020; Baevski et al., 2020).

The language documentation scenario, where
annotated data is very limited is a scenario that
we argue stands most to gain from such pre-
training (both supervised and self-supervised out-
of-domain); followed by model adaptation to lim-
ited target language data. One of the features Elpis
could provide is to include pre-trained models in
its distribution or via an online service. Such mod-
els may be pre-trained in a self-supervised manner
on lots of untranscribed speech, trained in a super-
vised manner on transcribed speech in other lan-
guages, or use a combination of both pre-training
tasks. In cases where the pre-trained model was
trained in a supervised manner, there is scope to
deploy techniques to reconcile the differences in
acoustic realization between phonemes of differ-
ent languages via methods such as that of Al-
losaurus (Li et al., 2020) which uses a joint model
of language-independent phones and language-



dependent phonemes. Providing a variety of pre-
trained models would be valuable, since the best
seed model for adaptation may vary on the basis
of the data in the target language (Adams et al.,
2019).

A recognized problem in language documenta-
tion is that, owing to the transcription bottleneck,
a large amount of unannotated and untranscribed
data ends up in data graveyards (Himmelmann,
2006): archived recordings that go unused in lin-
guistic research. It is frequently the case that the
vast majority of speech collected by field linguists
is untranscribed. Here too, self-supervised pre-
training in the target language is likely a promis-
ing avenue to pursue, perhaps in tandem with su-
pervised pre-training regiments. For this reason,
we are optimistic that automatic transcription will
have a role to play in almost all data scenarios
found in the language documentation context –
even when training data is extremely limited – and
is not just reserved for certain single-speaker cor-
pora with consistently high quality audio and clean
alignments with text. In the past one could plau-
sibly argue that the limited amount of transcribed
speech as training data is an insurmountable hur-
dle in a language documentation context, but that
will likely not remain the case.

One of the next steps planned for Elpis is to al-
low for acoustic models to be exported and loaded.
Beyond the immediate benefit of saving the trou-
ble of training models anew each time, having
a library of acoustic models available in an on-
line repository would facilitate further research on
adaptation of acoustic models to (i) more speak-
ers, and (ii) more language varieties. Building
universal phone recognition systems is an active
area of research (Li et al., 2020); these develop-
ments could benefit from the availability of acous-
tic models on a range of languages. Hosting
acoustic models in an online repository, and us-
ing them for transfer learning, appear as promising
perspectives.

6.4 Providing Elpis as a web service

Training models requires a lot of computing
power. Elpis now supports high-speed parallel
processing in situations where the user’s operat-
ing system has compatible GPUs (see Section 3.2).
However, many users don’t have this technology
in the computers they have ready access to, so
we also plan to investigate possibilities for host-

ing Elpis on a high-capacity server for end-user
access. Providing language technologies via web
services appears to be a successful method of mak-
ing tools widely available, with examples includ-
ing the WebMAUS forced-alignment tool.12 The
suite of tools provided by the Bavarian Speech
Archive (Kisler et al., 2017) have successfully pro-
cessed more than ten million media files since
their introduction in 2012. For users who want to
avoid sending data to a server, there are other pos-
sibilities: Kaldi can be compiled to Web Assem-
bly so it can do decoding in a browser (Hu et al.,
2020). But for the type of user scenarios consid-
ered here, hosting on a server would have major
advantages, and transfer over secure connection
is a strong protection against data theft (for those
data sets that must not be made public, to follow
the consultants’ wishes or protect the data collec-
tors’ exclusive access rights to the data so that they
will not be scooped in research and placed at a dis-
advantage in job applications).

This context suggests that it would be highly de-
sirable to design web hosting for Elpis. It would
facilitate conducting broad sets of tests training
acoustic models, and would also facilitate the tran-
scription of untranscribed recordings.

7 Conclusion

In this paper we have reported on integrating ES-
Pnet, an end-to-end neural network speech recog-
nition system, into Elpis, the user-friendly speech
recognition interface. We described changes that
have been made to the front-end, the addition of
a CUDA supported Elpis Dockerfile, and the cre-
ation of an ESPnet recipe for Elpis. We reported
preliminary results on several languages and artic-
ulated plans going forward.
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